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Abstract—With the increasing presence of cognitive radio networks as a means to address limited spectral resources, improved wireless security has become a necessity. In particular, the potential of a node to impersonate a licensed user demonstrates the need for techniques to authenticate a radio’s true identity. In this paper, we use deep learning to detect physical-layer attributes for the identification of cognitive radio devices, and demonstrate the performance of our method on a set of IEEE 802.15.4 devices. Our method is based on the empirical principle that manufacturing variability among wireless transmitters that conform to the same standard creates unique, repeatable signatures in each transmission, which can then be used as a fingerprint for device identification and verification. We develop a framework for training a convolutional neural network using the time-domain complex baseband error signal and demonstrate 92.29% identification accuracy on a set of 7 2.4 GHz commercial ZigBee devices. We also demonstrate the robustness of our method over a wide range of signal-to-noise ratios.
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I. INTRODUCTION

Cognitive Radio Networks (CRNs) are becoming progressively more useful due to the expanding presence of wireless technology and the increasingly crowded spectrum [1]. Cognitive radio is a model in which nodes adapt their transceiver parameters according to current spectrum usage in order to maximize spectral efficiency. In this model, primary users (PUs) with known channel assignments are given the frequency bands for finite periods of time. Secondary users (SUs) perform spectrum sensing and fill in temporarily unoccupied frequencies so that they do not interfere with the operation of PUs. To this end, SUs constantly monitor a set of frequency bands, sensing the presence of PUs and searching for unoccupied channels [2].

The ability to detect the presence of a PU is paramount to the functionality of CRNs. However, this mechanism introduces vulnerabilities that may allow an attacker to disguise themselves as a PU that occupies a licensed part of the spectrum and cause a denial-of-service (DoS) attack for SUs. This manner of attack is referred to as Primary User Emulation (PUE) [3] and it highlights the need for improved measures in CRNs that verify the identity of transmitters. Radio Frequency (RF) fingerprinting methods have been proposed as a countermeasure against PUE attacks [4]–[6].

It has been demonstrated that cognitive radios allow for reduced intermodulation in the transmitted signal by opportunistically selecting frequency bands to minimize out-of-band emissions [7]. In particular, this permits the use of low-cost devices with nonlinear front-end components in CRNs. For that reason, novel RF fingerprinting algorithms are becoming increasingly applicable in CRNs composed of low-cost devices with consumer-grade front-ends.

RF fingerprinting aims to identify transmitters by characterizing device-specific features present in their emitted analog signals. These features are primarily a result of hardware variability in the device’s analog transmitter components. To this end we have studied RF fingerprinting based on the application of deep learning classification methods and we demonstrate its feasibility on a collection of low-cost devices, typically used in Wireless Personal Area Networks (WPANs). These devices implement the IEEE 802.15.4-based ZigBee standard, and are increasingly common in application areas such as home and building automation, health care management, retail, and smart grid technologies [8]. Typically, these networks are secured via cryptographic keys and thus are only as secure as the keys themselves [9], [10]. Previous work has demonstrated key-extraction attacks on ZigBee both via physical access to the device and over the air [11], [12], emphasizing the need for authentication based on physical-layer attributes which are not easily replicated. In particular, methods are needed which can distinguish a transmitter from all others, even those of the same model and the same manufacturer, without relying on bit-level information such as MAC addresses or cryptographic keys. Security of low cost, short-range wireless devices will be vital as the internet of things (IoT) continues to expand.

To address the limits of key-based security, a number of previous studies have demonstrated physical-layer fingerprinting techniques by developing a feature extractor appropriate for the target class of signals and using machine learning algorithms to develop a classifier. However, previous studies have largely been limited to classifiers based on hand-crafted features that require significant knowledge of the types and characteristics of signals present. Motivated by the success of deep learning methods at complex classification tasks in image and speech recognition, we apply a convolutional neural network (CNN) to the RF fingerprinting problem. Our network operates on the time-domain complex baseband error signal and unlike many previous approaches which are limited to operating only on the signal preamble, our method can utilize the full transmission for training and evaluation, regardless of the signal payload.

This paper is organized as follows. Section II gives a brief
introduction to the IEEE 802.15.4 standard and discusses previously published methods for RF fingerprinting as well as several prior applications of deep learning to RF signals. Section III introduces our CNN approach and the necessary signal pre-processing steps. Section IV presents our identification and verification results for a set of 7 commercial off-the-shelf ZigBee devices in both outdoor and lab settings. Section V provides concluding remarks and future research directions.

II. BACKGROUND

A. IEEE 802.15.4

The IEEE 802.15.4 specification [9] defines the physical and media access control (MAC) standards for ZigBee devices. While the devices used in our experiments implement the full ZigBee Pro stack, ZigBee is a higher level protocol built on top of the physical layer specifications defined in the IEEE 802.15.4 standard [9], [10]. The standard requires offset quadrature phase-shift keying (O-QPSK) with half-sine pulse shaping and direct-sequence spread spectrum (DSSS) modulation at a data rate of 250 kbps. The half-sine pulse shaping used allows the data to be demodulated noncoherently using a binary FSK demodulator. Because of the DSSS technique used, 32 symbols are transmitted for every data byte. The first 5 bytes of any IEEE 802.15.4 O-QPSK transmission include a 4 byte preamble of zeros, followed by the 1 byte start frame delimiter (SFD) 0xA7. These 5 bytes are collectively known as the synchronization header (SHR) field of the packet.

B. Related Work

A commonly used feature extraction technique for WPAN devices such as ZigBee and Z-Wave is to divide a fixed header portion of the signal, such as the preamble or SHR, into a number of equal-sized regions and compute statistics such as variance, skewness, and kurtosis on the instantaneous amplitude, phase, or frequency signal in each region [13]–[16]. Classification algorithms can then learn a distribution of feature vectors from training data in order to distinguish transmissions from different devices. Previous studies have found that phase features are the most useful for distinguishing ZigBee devices [15].

Another common approach to RF fingerprinting involves measuring the transient behavior of the device. A probabilistic neural network has previously been trained to distinguish 8 IEEE 802.11b WiFi cards using the transient amplitude signal of WiFi transmissions [17]. Our approach is different in that it learns features from the steady state portion of the transmission. This is useful as the steady state portion is typically received at a higher average power level and has a much longer duration than the transient. Alternatively, methods based on Hilbert-Huang [18] and wavelet [19] transforms have been demonstrated for successful RF fingerprinting.

Neural networks have been used to develop models of nonlinear power amplifiers and perform predistortion [20], [21]. In a similar manner, our method develops a model of the signal imperfections demonstrated in each device. Rather than using this model at the transmitter to compensate the errors and improve the transmitted signal, our method detects the errors after transmission and uses them for classification. In addition, a simple multilayer perceptron (MLP) network operating on cross-correlation values has been used to identify the presence or absence of a receiver based on its unintended emissions [22]. Neural networks have also been used to identify individual radar transmitters, though the network input parameters, such as pulse width and pulse repetition interval, were hand-selected for radar applications [23], and would not apply to a typical communications setting.

Recently, deep learning has been applied to a number of wireless communications problems. A CNN operating on the time-domain complex baseband signal has demonstrated high performance at classifying the modulation scheme used by a transmitter [24]. In addition, a CNN has been used for wireless interference identification for IEEE 802.11, 802.15.4, and 802.15.1 devices in order to classify wireless devices by allocated frequency channel and the type of wireless technology [25].

Our research is novel in the following sense. We use time-domain complex baseband error signals to train a CNN which we then apply to a test signal to verify if it came from a specific device with a high degree of accuracy. We are also able to identify the source device without a particular target device to compare it against. While previous methods have achieved success at the same goal, they typically utilize a fixed preamble signal [13]–[16], [26] or transients [17], [27] of a transmission for classification. Our method is unrestricted by which part of the signal is used, and does not assume a common message is being transmitted. This allows the network to learn the features that best distinguish the devices without requiring any a priori knowledge of the sorts of features appropriate for the target devices.

Furthermore, we apply a frequency correction to each transmission to remove any device-dependent carrier frequency offset that may be present. To the best of our knowledge, frequency correction was not performed in previous RF fingerprinting experiments. Frequency correction makes the classification problem significantly more challenging, as small carrier frequency offsets persist at low signal-to-noise ratio. However, by removing this frequency offset we remove a feature that could easily be spoofed by a malicious transmitter with a precise oscillator. By performing this correction, we ensure our neural network learns non-trivial intrinsic characteristics of the devices. This gives promise to the scalability and the robustness of our results since we have factored out features that may not be distinct in the presence of a large number of devices, and features that are easy to spoof.

In addition, demonstrating the performance of our technique on frequency-corrected data makes our technique particularly relevant in a CRN context, where frequency bands are used opportunistically and an exact fixed carrier frequency is rarely known a priori. By removing frequency offsets and bringing each transmission as close as possible to baseband, we remove one source of possible variation across frequency bands.
increasing the likelihood that our method will be successful in a CRN context.

III. METHODS

A. Problem Statement

We define two classification problems. Identification seeks to select which device among those in the training set produced a given transmission. This is a multi-class problem and performance may be evaluated using a confusion matrix and correct classification rates. For identification, we develop a single CNN for each experiment to assign transmissions to devices in the training set.

Verification seeks to confirm whether or not a given transmission originates from a particular device. In a practical setting, a device may be verified against the device model whose source address matches the one claimed in the transmission. This is a binary one-vs-all classification problem, and performance may be evaluated using receiver operating characteristics (ROC) and precision-recall curves. For verification, one CNN is trained per device for each experiment.

B. Data Collection

We demonstrate our technique on a collection of 7 Digi XB24CZ78ITB003 ZigBee Pro devices operating in the 2.4 GHz band. The device under test (DUT) was added to a network with another device, known as the coordinator in the ZigBee protocol, to allow transmission. A unique set of packets with random 32 byte payloads was generated in MATLAB for each device and sent to the DUT using the Digi XCTU software [28]. All devices transmitted on IEEE 802.15.4 channel 11, corresponding to a 2.405 GHz center frequency, and were configured to transmit at their maximum power level of 18 dBm. For each device, approximately 28 seconds of data was digitized at a sampling rate of 16 MHz, and the received signal was downconverted to baseband and recorded on a Rohde & Schwarz FSW67 signal and spectrum analyzer with external SRS FS725 reference.

We demonstrate our technique via two experiments: In one experiment, a CNN is trained on data collected outdoors through a noisy channel. In a second experiment, a CNN is trained on data collected in a lab environment with simulated additive white Gaussian noise. For the outdoor experiment, both the coordinator and the DUT were connected to Pulse Electronics W1030 omni-directional antennas and DUTs were located approximately 30 meters from the receiver antenna in an urban outdoor environment where the estimated in-band signal-to-noise ratio of the received transmissions is approximately 28 dB. For the lab experiment, DUTs were hardwired to a power splitter which was connected directly to the signal and spectrum analyzer, and the transmissions are assumed to be virtually noise-free.

C. Data Pre-processing

Prior to training the network, a number of pre-processing steps are taken in MATLAB. First, each individual transmission is extracted from the recording. Next, the estimated ideal signal is used to synchronize the transmissions in phase, frequency, and time. Because the signals are oversampled, each signal is then low-pass filtered to remove components that fall outside the transmitter passband. Finally, the error signal for each transmission is calculated and saved to its own file. The error signal for each transmission is used as an input to the CNN.

1) Extraction: Approximate start and stop times for each transmission were detected in MATLAB by thresholding the amplitude differences between adjacent samples. Each transmission was aligned to a reference signal containing the 5 byte SHR by cross-correlating the instantaneous frequency of the received and reference signals. The final alignment selected the time lag between signals that maximized the cross-correlation and produced a valid checksum of the demodulated data. Transmissions from the coordinator were discarded, and to demonstrate that the method is unaffected by the data contents of the transmission, only the portion of the signal containing the 32 byte random payload and the 2 byte checksum from each transmission was retained. Each remaining signal was scaled by dividing all samples by the RMS of the magnitude signal so that slight power level differences between transmitters did not permit trivial classification. Each of the first 1,000 valid transmissions from each device for each experiment was processed in this manner and saved to its own MATLAB file.

2) Additive Noise: For the lab data experiment, each transmission was included in the dataset several times with varying levels of simulated additive white Gaussian noise. After extraction, additive noise was imposed on each transmission via MATLAB’s awgn() function. Each transmission was included in the dataset 8 times for each SNR in the range \{10, 15, 20, 25, 30, 35, 40\} dB. Each instance of the same transmission at a particular SNR uses a different random noise signal. By including each transmission several times, we are able to increase the amount of training data given a fixed amount of lab data. The network was trained on the entire training dataset at once rather than training at a single SNR.

3) Synchronization: A common problem in demodulation of wireless transmissions is that of synchronization between the transmitter and receiver. In this case, the signals may be demodulated noncoherently. However, because we are using the baseband error signal, we perform synchronization on each transmission individually to remove fixed frequency and phase offsets from the signal and improve the sample timing between the transmitter and receiver. In doing so, we aim to remove trivial features that fluctuate randomly or are easily spoofed, and learn more reliable features for classification. Further, this reduces sources of bias in the experiment since the phase relationship between the transmitter and receiver oscillators could change by simply resetting either device.

Since the transmissions can be demodulated noncoherently and we are targeting a known modulation scheme, we assume that the ideal discrete-time baseband signal can be estimated based on the demodulated symbols. We model the synchronization error between the transmitter and receiver as a fixed frequency and phase offset which are constant for the entirety of a single transmission, but which may be different for each transmission. For simplicity, we model these as offsets in
the transmitter from the receiver’s ideal values. That is, for complex baseband signal $x_{\text{ideal}}(t)$, time index $t$, and assuming no other channel distortion, the ideal passband signal is given by:

$$y_{\text{ideal}}(t) = \text{Real}(x_{\text{ideal}}(t)e^{j\omega_c t}),$$

where $\omega_c$ is the ideal carrier frequency. Due to the presence of the phase and frequency offset, the actual transmitted signal is given by:

$$y_{\text{sent}}(t) = \text{Real}(x_{\text{ideal}}(t)e^{j((\omega_c + \omega_o)t + \theta_0)}),$$

where $\omega_o$ and $\theta_0$ are the transmitter’s frequency and phase offset, respectively. After downconversion to baseband at the receiver, the received signal is:

$$x_{\text{meas}}(t) = x_{\text{ideal}}(t)e^{j(\omega_o t + \theta_0)}.$$  

To perform carrier synchronization, our goal is to find frequency correction $\omega_f$ and phase correction $\theta_f$ such that:

$$x_{\text{meas}}(t)e^{j(\omega_f t + \theta_f)} \approx x_{\text{ideal}}(t).$$

If we model $x_{\text{ideal}}(t)$ as an arbitrary time-dependent signal in the complex domain, such that $x_{\text{ideal}}(t) = A(t)e^{j\theta(t)}$, then this becomes:

$$A(t)e^{j(\theta(t) + \omega_o t + \theta_0 + \omega_f t + \theta_f)} \approx A(t)e^{j(\theta(t))}.$$  

If we define $\angle x_{\text{ideal}}(t)$ and $\angle x_{\text{meas}}(t)$ to be the phase angle of the ideal and measured baseband signals, respectively, then the following two expressions are equivalent:

$$-\omega_f t - \theta_f \approx (\theta(t) + \omega_o t + \theta_0) - \theta(t),$$

$$\omega_f t + \theta_f \approx \text{unwrap}(\angle x_{\text{ideal}}(t) - \angle x_{\text{meas}}(t)).$$

We use linear regression to find $\omega_f$ and $\theta_f$ that minimize the following expression:

$$\min_{\omega_f, \theta_f} \sum_t \left( \omega_f t + \theta_f - \text{unwrap}(\angle x_{\text{ideal}}(t) - \angle x_{\text{meas}}(t)) \right)^2.$$  

Synchronization is typically performed with phase-locked loops to recover the carrier prior to demodulation. In this case, since the signal may be demodulated noncoherently and the estimated ideal signal may be generated, linear regression is used to find optimal values of $\omega_f$ and $\theta_f$ and to perform the frequency and phase corrections for each transmission.

Finally, the sample timing of each transmission is synchronized to the estimated ideal signal. To start, the estimated ideal signal is generated at a sample rate of 160 MHz and the received signal is interpolated by a factor of 10. The two signals are aligned by maximizing the cross-correlation over possible lag values in the range $[-9, 9]$. Rather than shifting the estimated ideal signal, the received signal is always shifted and, if necessary for alignment, the first 10 samples of the estimated ideal signal are removed. Both signals are then downsampled by a factor of 10 to restore the original 16 MHz sample frequency. By only shifting the received signal, the sample timing of the estimated ideal signal is unchanged and at most 1 sample is lost.

4) Error Signal Generation: Each signal was forward-backward filtered through a 4th order Butterworth filter with a 2 MHz passband. The ideal signal was subtracted from each transmission resulting in the error signal for that transmission.

Any device-dependent features that may be useful for classification will not be present in the ideal signal. By subtracting the estimated ideal signal from the recorded transmissions to generate the error signal, we allow the network to ignore the portion of the signal that would be common across devices and focus on the differences which may be caused by features specific to each device, such as power amplifier nonlinearities [29] or oscillator imperfections [30].

5) Dataset Generation: Each signal was split into $N$ non-overlapping segments of $M$ consecutive samples. The network was trained on and learned to classify these segments of $M$ samples, and the output of the network on each segment was combined later to classify each overall transmission. This splitting technique is useful for multiple reasons. For one, reducing the length of the network input signal decreases the size of the network, allowing for faster training and likely requiring less training data than a larger network. In addition, by splitting the signal into many smaller components, the method can be adapted for use with signals of arbitrary lengths by simply adjusting the threshold for classification by the number of $M$-sample segments in the signal.

The complex data from the time-series error signal was split into real and imaginary parts and treated as two separate input channels. Each time-series signal was normalized by subtracting off the mean value and dividing by the standard deviation, computed separately on both the real and imaginary parts for a given transmission. One dataset was created for the outdoor experiment, and a second for the indoor experiment. Each full dataset of 7,000 transmissions was randomly partitioned into 80% training data, 10% validation data, and 10% testing data with all $N$ segments of a given transmission belonging to the same set. The same set assignment was used for both the identification and verification problems for a given dataset. The order of the segments was randomly shuffled for the training dataset, and then the resulting datasets were saved in HDF5 format.

D. Convolutional Neural Network

A deep CNN was used to solve the identification and verification problems, with the network structures given in Tables I, II, and III. The exponential linear unit (ELU) [31] was selected as the activation function for all applicable layers except the output layer where Softmax was used. The identification networks for the outdoor experiment and lab experiment have a total of 314,039 and 1,074,727 trainable parameters, respectively. The verification networks for both experiments have a total of 255,042 trainable parameters. Categorical cross-entropy was used to compute the loss.

For these experiments, there are $K = 7$ devices, $N = 17$ segments per transmission, and $M = 1,024$ samples per segment. Values for $N$ and $M$ were determined experimentally. Intuitively, $M = 1,024$ corresponds to segments of length 2 bytes. As demonstrated in our results, this choice
of segment length is long enough to detect repetitive patterns in the transmissions. However, this choice of $M$ is also short enough to permit a relatively small input layer, and thus a CNN of a manageable size. Finally, $M$ corresponding to a 2 byte segment allows for the scalability of the method to any signal with a length that is a multiple of 2 bytes. Therefore, at most 1 byte from an arbitrary transmission would be discarded for classification purposes.

For identification, a network was trained on all 7 devices, with each device representing a class. For verification, the network was trained on all 7 devices, with one device selected as the positive class for each model and the remaining devices all considered as a single negative class.

1) Classification: For the identification problem with $K$ devices, the network output is a length-$K$ vector interpreted as the set of estimated probabilities that the selected $M$-sample error signal belongs to each of the $K$ devices. For verification, the network output is a length-2 vector, representing the estimated probability distribution of the event that the signal matches the device associated with the positive class for that network.

To assign a class label to the overall transmission $x$, we treat each of the $M$-sample vectors $x_i$ for $i = 1, \ldots, N$ as mutually independent. Of course, this assumption is overly simplistic, as all $M$-sample vectors belong to the same transmission. Still, it provides a simple way to combine the estimated probability distributions of the different segments into a single metric and also provides strong classification performance. With this assumption, and denoting the estimated probability that segment $x_i$ belongs to class $\omega_k$ as $p(\omega_k; x_i)$, the estimated probability that all segments $x_i$, $i = 1, \ldots, N$ belong to class $\omega_k$ is given by:

$$p(\omega_k; x_1, \ldots, x_N) = \prod_{i=1}^{N} p(\omega_k; x_i).$$

Since it is known a priori that all $x_i$ for $i = 1, \ldots, N$ come from the same transmission $x$, and thus belong to the same class, the estimated probability $p(\omega_k; x)$ that transmission $x$ belongs to class $\omega_k$ is given by:

$$p(\omega_k; x) = \frac{p(\omega_k; x_1, \ldots, x_N)}{\sum_{r=1}^{K} p(\omega_r; x_1, \ldots, x_N)}.$$ 

Transmission $x$ may then be assigned to the class with the highest estimated probability. Because of numerical precision concerns when a large number of segments are used, we equivalently assign $x$ to the class $\omega_k$ which maximizes:

$$\sum_{i=1}^{N} \log(p(\omega_k; x_i)).$$

(1)

2) Training: For the identification problem, the proportion of samples in each class was approximately 1/7, with some variation due to the randomness of the split. Since verification is a one-vs-all problem, approximately 1/7 of the available data belonged to the positive class, and 6/7 of the data belonged to the negative class for each verification problem. During identification, all classes were given uniform weight. During verification, the positive class was given a weight of
The confusion matrix for the 7 device identification problem for the outdoor data indicating the number of transmissions in each class of the test set and their classification.

<table>
<thead>
<tr>
<th>Predicted Device</th>
<th>Actual Device 1</th>
<th>Actual Device 2</th>
<th>Actual Device 3</th>
<th>Actual Device 4</th>
<th>Actual Device 5</th>
<th>Actual Device 6</th>
<th>Actual Device 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85 2 1 0 0 0 1</td>
<td>0 93 2 0 0 0 9</td>
<td>1 8 92 0 0 0 0</td>
<td>0 3 0 103 0 0 0</td>
<td>0 0 0 0 0 0 3</td>
<td>1 0 0 0 0 0 5</td>
<td>0 0 0 0 5 0 100</td>
</tr>
</tbody>
</table>
TABLE VI
THE NUMBER OF EPOCHS UNTIL THE BEST MODEL WAS FOUND AND THE TOTAL TRAINING TIME FOR EACH NETWORK FOR THE LAB DATA. (NOTE THAT TRAINING CONTINUED AFTER THE BEST MODEL WAS OBTAINED AND THIS IS INCLUDED IN THE TOTAL TRAINING TIME.)

<table>
<thead>
<tr>
<th>Network</th>
<th>Epochs</th>
<th>Training Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification</td>
<td>17</td>
<td>482.14</td>
</tr>
<tr>
<td>Verification 1</td>
<td>1</td>
<td>87.68</td>
</tr>
<tr>
<td>Verification 2</td>
<td>3</td>
<td>114.03</td>
</tr>
<tr>
<td>Verification 3</td>
<td>1</td>
<td>87.30</td>
</tr>
<tr>
<td>Verification 4</td>
<td>3</td>
<td>118.82</td>
</tr>
<tr>
<td>Verification 5</td>
<td>2</td>
<td>100.19</td>
</tr>
<tr>
<td>Verification 6</td>
<td>1</td>
<td>89.52</td>
</tr>
<tr>
<td>Verification 7</td>
<td>1</td>
<td>87.89</td>
</tr>
</tbody>
</table>

TABLE VII
THE OVERALL ACCURACY AT EACH SNR FOR THE LAB EXPERIMENT IDENTIFICATION PROBLEM.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 dB</td>
<td>92.73</td>
</tr>
<tr>
<td>15 dB</td>
<td>85.45</td>
</tr>
<tr>
<td>20 dB</td>
<td>89.92</td>
</tr>
<tr>
<td>25 dB</td>
<td>90.61</td>
</tr>
<tr>
<td>30 dB</td>
<td>91.13</td>
</tr>
<tr>
<td>35 dB</td>
<td>91.38</td>
</tr>
<tr>
<td>40 dB</td>
<td>91.38</td>
</tr>
</tbody>
</table>

IV. RESULTS

Results from the outdoor and lab experiments are given in Figures 1-2 and Tables IV - VIII. For both experiments, overfitting was observed during the late stages of training. This is evident because early on, the classification accuracy of the CNN on the training set approximately matched that of the validation set, while near the end of training the validation accuracy peaked, and the training accuracy continued to improve. For this reason, we track the model with the best performance on the validation set, and end training after the validation performance metrics stop improving as defined in Section III.

A. Outdoor Experiment

A confusion matrix for the identification problem is shown in Table IV. The overall correct identification rate is 92.29% and the correct classification rate over all 1,024 sample segments in the test set is 77.01%. This demonstrates that the metric given in Equation 1 combines the results of the 1,024-sample segments in a way that boosts the classification performance over that of a single segment. Results for the verification problem are given in Figures 1 and 2. The mean ROC AUC of all devices is 0.9852 indicating very strong verification performance. Additional information regarding the amount of training for each network is given in Table V.

B. Lab Experiment

Table VI describes the number of epochs of training until the best network parameters were found, as measured by the performance on the validation set, as well as the total training time in minutes for each network. It is important to note that since the network and training dataset in the lab experiment were larger, the total training time increases even though the network is able to converge in fewer epochs. Table VII displays the overall accuracy on the test set at each SNR for the identification problem. As expected, the network performs better on higher SNR transmissions, with significant performance drop-off below 20 dB. Table VIII shows the average over all devices of the ROC AUC and average precision-recall AUC at different SNRs for the verification networks.

V. CONCLUSION

In this paper we have demonstrated that CNN techniques which provide state-of-the-art performance in image and speech recognition problems can be applied to the problem of RF fingerprinting. Our method relies on steady state analysis of the signal and achieves high identification and verification accuracy on 7 ZigBee devices, and also permits use of the full transmission for fingerprinting regardless of the data content of the signal.

Deep learning methods are suitable for RF fingerprinting of the types of devices that may be used as CRN nodes because of their ability to adapt to the features available in the target signals. In contrast, approaches based on models or features that are assumed a priori may have difficulty detecting sufficient differences to distinguish the devices.

It is significant to note that the network used for lab data with multiple SNRs requires more parameters than the network used for outdoor data at approximately a fixed SNR. This demonstrates that increasing the size of the network and providing additional training data allows the network to learn additional channel effects while maintaining high classification performance. This shows promise for the ability of our technique to adapt to data collected under varying conditions, such as power levels and center frequencies by training on a more diverse dataset and using a larger network.

Because of the ability of our method to successfully classify devices at a single arbitrarily-chosen frequency, we believe that our method would perform equally well at any one center frequency. Because of this, we believe that our method could be applied directly to a cognitive radio network by training a larger network on data collected at a wide range of center frequencies for each device. A larger network with more parameters will have greater learning capacity to learn the patterns present at each possible center frequency, but will require a greater amount of data to train on.

In future work, we plan to extend our method to data captured from a larger set of devices. In addition, we plan to
evaluate our technique on transmissions with multiple power levels and channels. Finally, we will evaluate different classes of deep learning algorithms, such as recurrent neural networks and variational auto-encoders.

REFERENCES


